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Divider circuits are among the most challenging arithmetic components to verify due to
their structural complexity, sequential nature, and aggressive gate-level optimizations. En-
suring their correctness is crucial, as the well-known Intel Pentium FDIV bug illustrated in
1994. Formal verification offers a systematic solution, but classical SAT- and BDD-based
approaches have struggled to scale for restoring and non-restoring dividers. This report
surveys recent advances in the formal verification of divider circuits, with a focus on two
different approaches. The first, proposed by Scholl and Konrad et al., develops symbolic
computer algebra (SCA) methods that extend ideal membership checking with satisfiability
don’t-cares, extended atomic block representations, and delayed don’t-care optimization to
achieve scalable, fully automatic verification of large, optimized divider designs. The sec-
ond, introduced by Yasin et al., proposes a hardware-reduction technique that composes the
divider with an arithmetic inverse and applies synthesis-driven reduction. We present the
theoretical foundations and algorithmic innovations of both approaches and compare their
strengths and limitations.

1 Introduction
Division is a fundamental arithmetic operation used pervasively in processors, signal processing
units, cryptographic hardware, and embedded controllers. As semiconductor designs become
more diverse and specialized (from general-purpose CPUs to domain-specific accelerators), the
cost of a missed error grows. An error in the correctness of an arithmetic circuit discovered
after tape-out can force expensive recalls, reliability losses, or catastrophic downstream failures.
A canonical and cautionary example is the Intel Pentium FDIV bug of 1994, where a subtle
error in the FPU’s division lookup table produced incorrect floating-point quotients for certain
inputs. This error escaped validation, entered shipping silicon, and led to a public recall and
large financial and reputational costs.

With an increased reliance on microprocessors of many kinds in our everyday lives, there are
also many different vendors for such microprocessors. However, many of the smaller vendors may
be unable to afford the expertise required for the manual verification of the provided hardware,
leading to the need for fully automated verification methods. While there has much less progress
in the automated verification of divider circuits compared to other arithmetic circuits, some
promising methods were recently proposed for the verification of restoring and non-restoring
dividers.
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Symbolic computer algebra(SCA) has already been used extensively in the verification of other
arithmetic circuits, such as integer multipliers [3]. More recently, an SCA based method for the
verification of non-restoring dividers was proposed by [12] and further improved in [8, 9, 13].
Further, a novel approach using hardware synthesis for verification has been proposed by [14]
and applied to restoring dividers. Due to most recent developments for the formal verification
of dividers being done for restoring and non-restoring dividers, we will focus on these.

In this paper we aim to illustrate these methods and give an understanding of their advantages
and disadvantages. We paint the current state of verification and related papers in Section 2.
In Section 3 we give an introduction to restoring and non-restoring dividers, including possible
hardware architectures, and a method called backward rewriting, which is used by all SCA based
methods we discuss. Section 4 focuses on iteratively building up to the most recent symbolic
computer algebra (SCA) based method from its earlier revisions. This is followed by Section 5
in which we discuss verification by hardware reduction. In Section 6 we discuss each method’s
weaknesses and advantages, as well as present a summary of the benchmarks reported by the
authors of those methods. Finally, we conclude in Section 7.

2 Related Works

The formal verification of arithmetic circuits has been a longstanding research area. [2] provide
a broad historical overview over these, presenting theorem provers, canonical diagrams, SAT
and SMT based methods, SCA methods and finally hardware reduction in brief.

Recently there have been several approaches for the automatic verification of dividers. [15]
focuses on the division by constants and [16] assumes the presence of hierarchical information
about the divider, which is usually lost in the process of hardware synthesis. Following these, [12]
proposed SAT based information forwarding (SBIF) to reconstruct some hierarchical informa-
tion for a symbolic computer algebra based approach. This approach is based on backward
rewriting, which is itself based on the backward construction of multiplicative binary moment
diagrams(*BMDs) [1] proposed by Hamaguchi et al. [7] for the verification of multiplier circuits.
While the notion of using backward construction for dividers, using the specification polynomial
Quotient · Divisor + Remainder as the starting *BMD, was already proposed by Hamaguchi et
al., results showed exponential blow-ups of *BMDs in the backward construction [7]. [12] reme-
dies this issue by applying this approach to symbolic computer algebra (SCA) and proposing
SBIF for the propagation of information from inputs to outputs. This method is then further
improved by [13] and [8, 9], which we will focus on in Section 4.

In a similar timeframe, an approach using logic synthesis for verification was proposed by [14].
This approach aims to reduce the verification of an arithmetic circuit to a redundancy check
by appending a circuit computing the inverse arithmetic operation to the outputs of the circuit
being verified. Another novel approach was recently proposed for the verification of restoring
dividers by [5], in which the verification is accomplished in three phases. First layer boundaries
are extracted by setting signals derived from quotient bits. Next each layer is verified using
combinational equivalence checking. Finally, a global proof that the entire circuit implements a
divider is performed in a word-level space.

The variety of approaches to divider verification shows that the verification of divider circuits
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is still an active area of research and an optimal solution has yet to be found. In the following
section, we introduce the concept of restoring and non-restoring dividers, as well as algebraic
rewriting and hardware reduction-based methods for verifying them.

3 Fundamentals
Before we examine the verification methods in detail, it is necessary to understand the architec-
tures of the dividers which we intend to verify. For this, we follow the restoring and non-restoring
division algorithms from [8,9, 12–14].

Divider circuits can be implemented using a variety of algorithms and architectural principles,
each offering different trade-offs in terms of latency, area, and verification complexity. In this
report, our focus is on restoring and non-restoring dividers, which belong to the class of array
dividers. Array dividers are structurally similar to array multipliers, with a highly regular
arrangement of cells. They perform the division iteratively, layer by layer, and produce the
quotient bits in sequence. This regularity makes them attractive for hardware design, but
also introduces verification challenges because each layer involves conditional subtraction and
updating of the partial remainder.

Besides restoring and non-restoring dividers, several other divider architectures are also used
in practice, such as SRT dividers, Goldschmidt dividers or Newton-Raphson dividers.

In the following we will focus on unsigned integer dividers.

3.1 Notation
For the notation used in this work we will follow [8, 9, 12, 13]. We define the input dividend as
R(0) = (r0

2n−2, ..., r0
0), the output remainder as R, the quotient as Q represented by the bit-vector

(qn−1, ..., q0) with qn−1 and r0
2n−2 being the most significant bit respectively. Similarly, we define

the divisor D as the bit vector (dn−1, ..., d0). Thus, a correct divider should fulfil verification
conditions vc1 and vc2 under input constraint IC [8, 9].
Definition 1 vc1 : A divider computes the quotient Q and remainder R such that Q · D + R =
R(0). This can be rephrased as Q · D + R − R(0) = 0.

Definition 2 vc2 : The remainder R should be smaller than the divisor 0 ≤ R < D. In
combination with vc1 this guarantees that the quotient is as large as it can be while fulfilling vc1.

Definition 3 IC : 0 ≤ R(0) < D · 2n−1, to prevent an overflow in Q.

We will thus be using the notion that a divider of bit-width n performs division using a divisor
of size n and a dividend of size 2n − 1.
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3.2 Restoring Dividers

Restoring division is one of the simplest division algorithms. For every bit in the resulting
quotient, the divisor D is shifted by the position of that bit and subtracted from the partial
remainder R(j) of the previous bit position. The initial partial remainder R(0) is the dividend.
If the new partial remainder is negative, the quotient bit is 0 and the divisor added back.
Otherwise, the quotient bit is 1. The final partial remainder is then the remainder R.

Algorithm 1 Restoring division from [8]
for j = 1 to n do

R(j) := R(j−1) − D · 2n−j ;
if R(j) < 0 then

qn−j := 0;
R(j) := R(j) + D · 2n−j ;

else
qn−j := 1;

R := R(n);

D · 2n−(j−1) − D · 2n−j (1)
= D · 2n−j + D · 2n−j − D · 2n−j (2)
= D · 2n−j (3)

Figure 1: Optimization in non-restoring dividers

3.3 Non-restoring Dividers

To improve on restoring dividers, non-restoring dividers combine the subtraction and potential
back addition into one step. This is achieved by adding the divisor shifted by one position less,
instead of directly adding the shifted divisor back. As seen in Figure 1, if in the previous step
D · 2n−(j−1) had been added back and then, in the current step, D · 2n−(j) subtracted, this is
equal to just adding D · 2n−j in the current step instead of subtracting. In the case that the
previous partial remainder was positive after subtraction, non-restoring division behaves like
restoring division. Algorithm 2 illustrates the algorithm in detail.
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Algorithm 2 Non-restoring division from [8]
R(1) := R(0) − D · 2n−1;
if R(1) < 0 then qn−1 := 0 else qn−1 := 1;
for j = 2 to n do

if R(j−1) ≥ 0 then
R(j) := R(j−1) − D · 2n−j ;

else
R(j) := R(j−1) + D · 2n−j ;

if R(j) < 0 then
qn−j := 0;

else
qn−j := 1;

R := R(n) + (1 − q0) · D;

Since the addition of two’s complement numbers can be implemented by the addition of two
unsigned numbers, a simple circuit for a non-restoring can be implemented by multiple layers
of additions, where the sign of the two’s complement number added is controlled by the carry
bit from the previous addition. The carry bit of the i-th addition is then also the i-th bit of the
quotient. This results in a layered architecture with n layers of additions and an additional layer
performing the calculation R := R(n) + (1 − q0) · D. Figure 2 depicts such a divider architecture
for n = 3. On a side note, a restoring divider can be implemented similarly, but with two
additions in each layer.

This design uses addition layers with a full adder for each bit of the dividend, resulting in
2n − 1 full adders in each layer. It is possible to further optimize this design by only using n full
adders in each layer [9,13]. Such a design is depicted by Figure 3, including the gray full adder
in the bottom most layer. As indicated by the gray full adder, it is further possible to omit the
computation of the most significant bit in the bottom most row of the divider. Both of these
optimizations are proven and explained in detail by [9].
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Figure 2: Unoptimized non-restoring divider [13], undefined inputs are assumed to be 0

Figure 3: Optimized non-restoring divider from [9]
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3.4 Backward Rewriting
In this section we will explain the basic backward rewriting technique for symbolic computer
algebra used by [12] and then further improved in [8, 9, 13]. The goal of backward rewriting for
the methods discussed in this report is to rewrite the output polynomial of the circuit as the
input polynomial via substitution, using the gate polynomials of the circuit’s logic gates. This
substitution is performed in reverse order. For divider circuits, this order is topological, from
inputs to outputs.

a
b

bin

d

bout

n1

n2

h1

h2

h3

Figure 4: Full subtractor circuit implementing d = a − b − bin + 2bout

Logic Gate Algebraic Model
NOT a 1 − a

a AND b a · b

a NAND b 1 − (a · b)
a OR b a + b − a · b

a XOR b a + b − 2 · a · b

Table 1: Algebraic models of common logic gates [16] (with added NAND gate)

To illustrate this technique, let us examine the full subtractor circuit shown in Figure 4.
Following Table 1 we can translate the gate outputs into polynomials to arrive at the following
set of equations:

d = h1 + bin − 2 · h1 · bin

bout = h3 + h2 − h3h2

h3 = bin · n2

h2 = b · n1

h1 = a + b − 2 · a · b

n2 = 1 − h1

n1 = 1 − a

We can now compute the polynomial expression this circuit implements by substitution variables
in reverse topological order, starting with the output signature d − 2bout. If the full subtractor
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is implemented correctly, we should arrive at

d − 2bout = a − b − bin

First we substitute bout:
d − 2(h3 + h2 − h3h2)

and expand it
d − 2h3 − 2h2 + 2h3h2

We continue to substitute h3, d, n2, h2, n1 and h1 in the order they are listed in. While doing
so, the polynomial is simplified and expanded as much as possible by leaving out terms with a
factor of zero and combining terms with the same monomials, arriving at

a − b − bin − 4a2b2bin + 2a2bbin + 6ab2bin − 4abbin − 2b2bin + 2bbin

A crucial step for backward rewriting, which we have left out until now, is that we can reduce
any power xi to x for i > 1. This is due to the fact that input and output signals are either 0 or
1. Alternatively, xi could be seen as the algebraic representation of x ∧ ... ∧ x, which obviously
reduced to x in boolean logic. By applying this we arrive at

a − b − bin − 4abbin + 2abbin + 6abbin − 4abbin − 2bbin + 2bbin

We can then further reduce this to
a − b − bin

Thus we can conclude, that d − 2bout = a − b − bin holds, and the full subtractor is correct.
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4 Computer Algebra Methods
For symbolic computer algebra (SCA) methods the logic gates of the circuit to verify are trans-
lated into polynomials in an algebraic model. Table 1 shows how simple logic gates can be
translated into an algebraic domain. SCA methods use the Gröbner basis for an ideal member-
ship test to solve the verification task. In a general case, computing such a Gröbner Basis can
be expensive, as they require exponential space in respect to the number of variables used [10].
However, restricted to integer arithmetic, the computation of a Gröbner basis can be achieved
by substitution of variables if an appropriate term order is used.

This restriction is used in [8, 9, 12, 13] for the verification of (non-)restoring dividers using
backward rewriting, as shown in Section 3.4, in reverse topological order. In the context of di-
viders, the polynomial Q ·D +R is used [12]. For a correct divider, this specification polynomial
reduces to the initial input dividend R(0). In SCA methods it is more common to represent this
as Q · D + R − R(0) having to reduce to 0. We will call this vc1. A correct divider further has to
fulfil the condition 0 ≤ R < D which we call vc2. This condition is harder to verify using SCA.
We will discuss methods of verifying vc2 in Section 4.4.

Using SCA straightforward has some flaws however. Firstly, it is possible that backward
rewriting is not applied on the boundaries between stages of the divider. Secondly, as reported
by [12], there can be exponential blow-ups of the polynomial size in between stages of the divider.
To address these issues, the authors of [12] propose SAT based information forwarding.

4.1 SAT-Based Information Forwarding

SAT based information forwarding (SBIF) [12] aims to simplify the polynomials as early as
possible by computing don’t cares using SAT solvers. For SBIF the SAT based information
propagation is restricted to equivalences and antivalences between pairs of signals a and b. For
the circuit CUV , which is being verified, a constraint C is used. In the case of a non-restoring
divider, the authors of [12] use C = (0 ≤ R(0) < D · 2n−1).

The proposed algorithm (see Algorithm 3) first simulates the circuit using input vectors
satisfying C, considering both sim(a) and the negation sim(ā) to take antivalences into account.
To verify the found equivalences and antivalences, the set of input signals is first divided into
a set of equivalence classes. Following this, the signals are processed in topological order and
checked for equivalent/antivalent predecessors using the simulation vectors. To limit the scope
of the SAT solver in larger circuits, the algorithm computes Wa and Wb up to the given maximal
depth dmax, instead of considering the whole circuit. Then, using a SAT-Solver, the candidate
is checked, and if it is a true equivalence or antivalence, the equivalence classes are updated.

The equivalence classes computed using SAT based information propagation are then given to
the modified backward rewriting algorithm (see Algorithm 4), where signals in the specification
polynomial are replaced by topologically minimal representatives in their equivalence classes.
Further, before a signal is replaced with its gate polynomial, the signals in the gate polynomial
are also replaced by the topologically minimal representatives in their equivalence classes.

This method can derive that in each stage of the divider the most significant bits are antivalent
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Algorithm 3 SAT based information propagation [12]
Input: Input constraint C.

Circuit CUV with set of signals S = a1, ..., an.
Maximal window depth dmax.

Output: Partition E of signals (or their negations) into equivalence classes.
1: Choose set V of input vectors satisfying C;
2: Simulate CUV with vectors from V leading to simulation vectors sim(a) and sim(ā) for

each a ∈ S;
3: Choose topological order ≺top for S;
4: E = {{a1}, ..., {an}};
5: for each a ∈ S in topological order do
6: for each b ≺top a with sim(a) = sim(b) or sim(a) = sim(b̄) do
7: if a /∈ [b] then
8: for s ∈ {a, b} do
9: Ws = {g | g ∈ S is an i−step predecessor of s with i ≤ dmax};

10: if UNSAT (CNF (a ⊕ bε, Wa, Wb, C)) then
11: E = (E \ {[a], [b]}) ∪ {[a] ∪ [bε]};

return E;

and the stage implements the addition/subtraction under the constraint C [13]. By using this
information, exponential blow-ups can be avoided. If however an optimized divider, as discussed
in Section 3.3 is to be verified, the most significant bits are neither antivalent nor equivalent
[13]. The authors of [13] show that this leads to exponential sizes in the canonical polynomials
occurring between stages.

4.2 SCA with Don’t Care Optimization
To address the exponential memory blow-ups encountered with an optimized non-restoring di-
vider when using SBIF, the authors of [13] propose to extend SBIF with don’t care optimiza-
tion(DCO). In this method, atomic blocks like the original gates or non-trivial atomic blocks
like full adders and half adders are detected from a gate level netlist.

Given all atomic blocks of the circuit, don’t cares, resulting from the input constraint, for
the inputs of all atomic blocks are computed. The authors of [13] found that using a SAT to
compute this is infeasible, as unrestricted SAT is too computationally expensive and restricting
the window size is also unsuccessful due to the inability of confirming don’t cares using local
reasoning. Instead, a series of BDD-based image computations, based on [4], is used.

Following this, equality classes are computed using SBIF. Since SBIF fails for the optimized
non-restoring divider shown in Figure 3, the information that signal combinations of the com-
puted satisfiability don’t cares cannot occur is added to the SAT problems. Similarly to rewriting
only using SBIF, the atomic blocks are processed in reverse topological order. The computed
don’t cares and representatives are then used to optimize the polynomial if its size grew faster
than a given threshold.

For this, backtracking points are created and pushed onto a stack, if there is no significant
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Algorithm 4 (Simplified) backward rewriting using SBIF [12]
Input: Circuit CUV with topological order ≺top on signals.

Let E = {e1, ..., em} be returned by Algorithm 3.
∀1 ≤ i ≤ m let r

εri
i ∈ ei with ri minimal wrt. ≺top.

Let r1 ≺top ... ≺top rm, pri is the gate polynomial of ri.
Output: 1 iff specification holds;

1: SPm := SP ;
2: i = m;
3: while SPm depends on a with aεa ∈ ej , a ̸= rj do
4: if εa = εrj then
5: SPm = SPm|a←rj ;
6: else
7: SPm = SPm|a←(1−rj)

8: while i ≥ 0 do
9: while pri depends on a with aεa ∈ ej , a ̸= rj do

10: if εa = εrj then
11: pri = pri |a←rj ;
12: else
13: pri = pri |a←(1−rj)

14: SPi−1 = SPi|ri←pri
;

15: i = i − 1;
return SP0 = 0;
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Algorithm 5 Backward rewriting with don’t care optimization [13]
Input: specification polynomial SP init.

Input constraint IC.
Circuit CUV with atomic blocks a1 ≺top ... ≺top am in topological order ≺top on signals.
∀1 ≤ i ≤ m let r

εri
i ∈ ei with ri minimal wrt. ≺top and signals s1, ..., sn.

Output: 1 iff specification holds for all inputs satisfying IC.
1: SPm := SP init; oldsize := size(SPm); i := m; ST := ∅, an empty stack;
2: (dc(a1), ..., dc(am)) := Compute_DC(CUV, IC);
3: (rp(s1), ..., rp(sn)) := SBIF(CUV, IC, (dc(a1), ..., dc(am))), see Algorithm 3;
4: while i > 0 do
5: SPi−1 := Rewrite(SPi, ai);
6: if size(SPi−1) > threshold · oldsize and ST ̸= ∅ then
7: (SP, j, type) := pop(ST );
8: i := j;
9: SPi−1 := SP ;

10: if type = dc then SPi−1 := Opt_DC(SPi−1, dc(ai));
11: if type = eq then ∀s ∈ inputs of ai : SPi−1 := Replace(SPi−1, s, rp(s));
12: else
13: if dc(ai) ̸= ∅ then
14: push(ST, (SPi−1, i, dc));
15: oldsize := size(SPi−1);
16: if ∃s ∈ inputs of ai with rp(s) ̸= s then
17: push(ST, (SPi−1, i, eq));
18: oldsize := size(SPi−1);

return evaluate(SP0), see Algorithm 6;

Algorithm 6 evaluate(SP0) [13]
1: for i = n − 2 to 0 do
2: if SP0|

di=1,r
(0)
i+n−1=0 ̸= 0 then return 0;

3: SP0 := SP0|
r

(0)
i+n−1=di

;
return 1;
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increase in the size of the polynomial and either the don’t care set for the processed atomic
block is not empty or there is a topologically smaller representative for an input signal of the
atomic block. If the size of the polynomial grows by a factor larger than the threshold, the
last backtracking point is popped from the stack and applied. In the case of n equality for an
input signal of the atomic block, it is replaced by its topologically minimal representative, as
described in Section 4.1. Alternatively, if the backtrack point was created due to a non-empty
don’t care set, the polynomial is optimized as follows for a polynomial P (x1, ..., xn) with don’t
care cubes dc1, ..., dcn [13]:

• Introduce a new integer variable vi for each don’t care cube dci

• Add for all 1 ≤ i ≤ n”vi · dci” to p

• Multiply out and combine terms with the same monomial etc.

• Use Integer Linear Programming to minimize the size of P

This intends to find an assignment of don’t cares which minimizes the size of P .
Finally, the authors note that for optimized dividers, such as shown in Figure 3, the polynomial

does not reduce to 0. Although this is contradictory to the initial goal of the circuit being correct
iff the polynomial reduces to 0, it is not an error, as the circuit only has to be correct for the
input constraint 0 ≤ R(0) < D · 2n−1. Thus, the circuit is correct iff the polynomial reduces to
0 for all inputs satisfying this constraint [13]. To evaluate these cases, R(0) and D · 2n−1 are
compared bitwise starting with the most significant bit. Algorithm 5 describes the overarching
algorithm in detail.

Although this method drastically improves on SBIF [12], as demonstrated by the benchmarks
shown in Section 6, its success is partially due to the following reasons, as stated by the authors
of [8, 9]:

1. The dividers used have a number of atomic blocks that have any satisfiability don’t cares
that grows linearly with the bit width

2. Only a linear amount of backtracking is needed

3. If backtracking has to be used, don’t care assignments have an essential effect in keeping
polynomials small

The authors of [8, 9] however manage to construct a divider circuit which does not fulfil these
characteristics and propose delayed don’t care optimization.

4.3 Delayed Don’t Care Optimization

Delayed don’t care optimization (DDCO) aims to increase the robustness of don’t care optimiza-
tion by implementing two additions:

• Instead of optimizing don’t cares over atomic blocks, fanout-free extended atomic blocks
(EABs) are used.

• Backtracking is no longer used, but don’t care information about an EAB is only used
after a set delay of rewriting steps.
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Further, this method no longer uses SBIF to propagate information regarding equivalences and
antivalences.

The notion of using EABs is based on the work of [6, 11], where gates and atomic blocks are
combined into fanout-free cones, meaning that every output from an EAB is connected to the
input of at most one logic gate. For these, polynomials are computed and used in backward
rewriting. The authors of [8, 9] then use these fanout-free cones to find better don’t cares.
Extended atomic blocks are computed using a directed graph based approach based on the
atomic blocks found using the method presented by [13]. The nodes of the graph represent
atomic blocks, outputs or gates which are not part of any atomic block. Iff there is an output
from the block or gate represented by node n connected to an input of a block, gate or output
represented by the node m, an edge is added from n to m. On this graph, the coarsest partition
{P1, ..., Pl} fulfilling that, for all Pi : ∀n ∈ Pi with more than one successor it holds that all
successors of n are not in Pi [8, 9], is computed. To generate the extended atomic block eai,
all gates and atomic blocks of set Pi are combined. Meaning that for every node in Pi (and
thus eai) that has any output with a fanout larger than one, the node with the input to which
this output is connected is not included in the extended atomic block eai. Using these EABs,
satisfiability don’t cares are computed using BDD based image computations similarly to [13].

The authors of [8, 9] further reason that don’t care optimization only optimizes the size of
the polynomial locally, but future sizes depend on future substitutions and local don’t care
optimization may lead to worse substitutions later. Instead of local don’t care optimization,
they propose delayed don’t care optimization, for which they show that

Delayed don’t care optimization can be exponentially better than local don’t care
optimization(even for a delay by only one rewriting step).

As already mentioned, DDCO does not use backtracking like [13], but delays the don’t care
optimization by d rewriting steps. Algorithm 7 shows the detailed algorithm.

4.4 Verifying 0 ≤ R < D

Until now, we have only discussed how each method can be used to verify vc1 (see Definition 1),
but a correct divider also needs to fulfil vc2 = 0 ≤ R < D [12]. Due to the exponential size
of the polynomial representing vc2, backward rewriting is impractical. However, since there is
a BDD of linear size representing this constraint, the authors of SBIF [12] propose to perform
backward substitution on it. This approach can further be integrated into the BDD based image
computation for (delayed) don’t care optimization [13].

14



Algorithm 7 Backward rewriting with delayed don’t care optimization [8, 9]
Input: specification polynomial SP init.

Input constraint IC.
Circuit CUV with EABs ea1 ≺top ... ≺top eam in topological order ≺top on signals.
EABs eai with input signals x

(i)
i , ..., x

(i)
ni .

Don’t cares dc(eai) = {(ε(i)
1,1, ..., ε

(i)
1,ni

), ..., (ε(i)
li,1, ..., ε

(i)
li,ni

)}.
Delay d.

Output: 1 iff specification holds for all inputs satisfying IC.
1: SPm := SP init; i := m;
2: while i − 1 > 0 do
3: i := i − 1;
4: SPi−1 := Rewrite(SPi, eai);
5: for j = 1 to li do
6: SPi−1 := SPi−1 + v

(i)
j ·

∏
e

(i)
j,k

=1 x
(i)
k ·

∏
e

(i)
j,k

=0(1 − x
(i)
k );

7: if i + d > m then
8: continue;
9: SP tmp

i−1 := assign_dc(SPi−1, vi+d−1
1 = 0, ..., vi

li
= 0);

10: dc0_size := size(assign_dc(SP tmp
i−1 , vi+d

1 = 0, ..., vi+d
li+d

= 0));
11: if dc0_size ≤ increase(size(SPi+d)) then
12: for j = i − 1 to i + d − 1 do
13: SPj := assign_dc(SPj , vi+d

1 = 0, ..., vi+d
li+d

= 0);
14: else
15: (zi+d

1 , ..., zi+d
li+d

) := DC_opt(SP tmp
i−1 );

16: for j = i − 1 to i + d − 1 do
17: SPj := assign_dc(SPj , vi+d

1 = zi+d
1 , ..., vi+d

li+d
= zi+d

li+d
);

18: SP0 := assign_dc(SP0, v
(d)
1 = 0, ..., v

(d)
l1

= 0);
19: return evaluate(SP0), see Algorithm 6;
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5 Formal Verification Using Hardware Reduction
All methods examined thus far, except for Delayed Don’t-Care Optimization (DDCO) [8,9], fail
when applied to restoring divider circuits [9]. To address this challenge, Yasin et al. [14] propose
a fundamentally different approach based on hardware reduction. This method leverages logic
synthesis as a verification tool, rather than relying solely on algebraic or SAT-based reasoning.

The central idea is to append the divider under verification with an auxiliary circuit that
computes the inverse arithmetic operation, namely

Z = Q · D + R

for dividers, and to check whether this reconstructed value matches the dividend R(0). Then
Z = R(0) holds for a correct divider under the constraints 0 ≤ R < D. A naive equivalence check
can be formulated by constructing a circuit that appends the computation of Z to the outputs
of the divider and solving it using SAT. However, experiments by [14] have shown that SAT
quickly becomes impractical for dividers with dividend widths beyond 16 bits, due to excessive
computation times.

Instead, [14] propose hardware reduction, subjecting the composed circuit to logic synthesis.
A correct divider circuit then reduces to wires and buffers connecting the inputs of the divider
to the outputs of the inverse circuit. After this, it is sufficient, that each bit r

(0)
i of the dividend

R(o) is equal to the corresponding bit zi of Z.
When applied to the entire divider at once, this method still suffers from excessive runtimes

for dividends of a bit-width larger than 20 bits [14]. To overcome this, [14] propose a layered
approach, in which verification is performed independently on each layer j of the restoring
divider array. For the following, we will still use the notation introduced in Section 3.1. I.e.
At layer j the inputs are the partial remainder bits R

(j−1)
j−1 output from the previous layer,

divisor D and the outputs consist of quotient bit qn−j and partial remainder bits R
(j)
j , where

R
(i)
i = (r(i)

2n−1−i, ..., r
(i)
n−i). To verify that R(j) = R

(j−1)
j−1 −qn−j ·D, an additional circuit computing

Zj = R
(j)
j + qn−j · D

is attached to the outputs of layer j and synthesis is applied to the combined circuit. If the
divider layer is correct, the synthesized circuit reduces to wires or buffers connecting Zj and R(j).
Thus, the verification of the divider reduces to proving redundancy for each layer separately.

However, it is further necessary to ensure that the divider still fulfils vc2 (see Definition 2).
This can be done on each layer by checking the constraint

R(j) = R(j−1) − D · 2n−j

This leads to the constraint
R(j) < 2n−j−1D

which implies for the bottom most layer with j = n − 1 that

R < D
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To verify this, each layer is further appended by a comparator circuit that implements

R(j) ≥ 2n−j−1D

Then, SAT can be used to check this comparator for unsatisfiability.
An advantage provided by the layer based approach is that it can be parallelized since the

verification of each layer is independent of the other layers. Further, by separately verifying
each layer, a bug in a layer can be isolated for debugging.

6 Discussion

In this section we compare the methods for verifying restoring and non-restoring dividers, which
we introduced to the reader. For this, we will be using the benchmark results from [9, 12]
and [14]. The results from [13] are left out, as the same methods was evaluated by [8, 9] again
with similar results.

The experiments for all symbolic computer algebra methods where run on an Intel Xeon E5-
2643 running at 3.3 GHz and 62 GiB of main memory [8,9,12]. For [13] and [9], the solver Gurobi
was used for solving ILP problems and CUDD 3.0.0 for BDD based image computations. For the
experiments of [14], an Intel Core i7-6700U running at 2.80 GHz with 30 GiB of main memory was
used. A combination of Synopsis Design Compiler and ABC were used for synthesis. Although
the experimental setups are not equal, we expect both systems to perform roughly within the
same order of magnitude in single threaded performance, based on the date of release, used
architecture and vendor specifications. Because of this, we conclude, that the results from [9,12]
and [14] can be compared qualitatively. All tables additionally show the time needed by MiniSat
2.2.0 to solve the corresponding satisfiability problems, as reported by [8], in order to represent
previous methods.

As [14] only present results for the verification of restoring dividers in respect to the size of
the dividend, we have transformed the benchmark results in respect to the size n of the divisor.
If, for a given divisor size, no runtime was given by [14] for an equivalent dividend size, the
next larger dividend size provided by [14] is given and marked by ≤. If no such data for a
larger dividend was available, the entry is marked "NA". Similarly, "MO" is used when the main
memory of 62 GiB was exceeded by [9, 12,14] and "TO" for runtimes exceeding 24 CPU hours.

Table 2 shows the runtimes of [9, 12, 13] for the verification of an optimized non-restoring
divider, which still includes the computation of the MSB in the bottom most row of the divider.
As can be seen, SCA with SBIF already fails at verifying such divider with a width of 16 bits due
to excessive memory usage. This issue is remedied by the addition of don’t care optimization,
as was intended by the authors of [13]. However, it might be surprising that the most recent
method using extended atomic blocks and delayed don’t care optimization is slower than just
using SBIF with DCO. This is due to there being more blocks where don’t cares are applicable
when using EABs, while the necessary amount of don’t cares to apply does not change [9]. Still,
SCA with DCO and EABs with DDCO vastly outperform MiniSat.
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n MiniSat SCA+SBIF [12] SCA+SBIF+DCO [13] SCA+EABs+DDCO [8,9]
4 0.22 0.16 0.15 0.23
8 68.58 904.30 0.39 0.94
16 TO MO 1.59 1.87
32 TO MO 5.06 6.78
64 TO MO 21.88 28.24
128 TO MO 114.73 153.71
256 TO MO 825.11 1985.05
512 TO MO 9183.28 27370.60

Table 2: SCA based method verification time in seconds for a non-restoring divider with partial
optimization, as depicted in Figure 3, including the gray adder

n MiniSat SCA+SBIF+DCO [13] SCA+EABs+DDCO [8,9]
4 0.23 0.17 0.23
8 31.83 2486.89 0.95
16 TO MO 2.17
32 TO MO 7.25
64 TO MO 26.87
128 TO MO 149.75
256 TO MO 1691.72
512 TO MO 27351.10

Table 3: SCA based method verification time in seconds for a non-restoring divider with full
optimization depicted in Figure 3, without the gray adder

The improvement of [8, 9] is however clearly shown in Table 3, where the verification times
for a divider excluding the gray full adder in Figure 3 are presented. While SCA with SBIF
and DCO fails and is outperformed by MiniSat for this further optimized divider at n = 8,
SCA with EABs and DDCO performs similarly to the verification of the less optimized divider.
Additionally, as shown in Table 4, the method from [8, 9] is able to verify a restoring divider
with a divisor of 256 bits without a memory overflow and timing out at 512 bits.

For the verification of restoring dividers, verification by hardware reduction shows even more
promising results, outperforming SCA based methods by an order of magnitude. However,
for the correct verification using hardware reduction, the inverse arithmetic circuit Zi and the
comparator circuit for R(j) ≥ 2n−j−1D are required. In order to guarantee correctness of the
divider both of these circuits have to be correct. To our knowledge, the verification of both
of these circuits is not considered by the authors of [14]. We however also believe that the
verification of these circuits should be faster and easier than the verification of a divider circuit,
as they only consist of a conditional addition and a comparison respectively. Additionally, the
effectiveness of hardware reduction is strongly dependent on the logic synthesis tool used and
the authors of [14] observed an area penalty to the synthesized circuit as high as 17%.
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n MiniSat SCA+SBIF+DCO [13] SCA+EABs+DDCO [8,9] Hardware Reduction [14]
4 0.27 2.59 0.38 ≤ 0.21
8 14.88 MO 1.42 ≤ 0.40
16 TO MO 6.63 ≤ 0.68
32 TO MO 29.02 4.48
64 TO MO 193.40 18.56
128 TO MO 2244.24 123.46
256 TO MO 33593.30 NA
512 TO MO TO NA

Table 4: Verification times in seconds for a restoring divider

7 Conclusion

The verification of restoring and non-restoring dividers still proves to be a difficult problem to
solve. We have introduced the reader to two different approaches for the automated verification
of hardware dividers.

First, we provided an overview over restoring and non-restoring division and introduced the
reader to backward rewriting. We further summarized three symbolic computer algebra meth-
ods and conclude that, based on the results presented by their authors, we believe that the SCA
based methods are a powerful tool for the verification of non-restoring dividers. However, there
is a possibility that not yet known or untested optimizations in the design of the divider may
lead to exponentially worse memory usage or computation times for SCA based methods, as
was already shown for SBIF [12] and don’t care optimization [14] by [8,9,12]. This issue might
further be exasperated if the available main memory is limited. While SCA with extended
atomic blocks and delayed don’t care optimization is even capable of verifying restoring dividers
without excessive memory usage, it suffers from long computation times. Even though using
extended atomic blocks and delayed don’t care optimization can lead to longer verification times
than using SAT based information forwarding with don’t care optimization, we believe that the
increased robustness makes it a better choice for the verification of non-restoring dividers.

Additionally, we introduced the reader to a novel approach for verification, called hardware
reduction. This method proved powerful for the verification of a restoring divider, if a few
conditions are fulfilled:

• The divider circuit is easy to modify

• A powerful logic synthesis program is available

• Correct circuits for the comparator and inverse arithmetic operation are available

Although this method is promising, it is unproven for non-restoring dividers and the verifica-
tion time of the inverse circuit also needs to be considered. More research into verification by
hardware reduction is required to judge its potential.

19



These recent developments however mark an important step towards the automated formal
verification of divider circuits, improving on existing methods by an order of magnitude. Looking
ahead, SCA based methods are promising for a method enabling the verification of both restoring
and non-restoring dividers. At the same time, hardware reduction may also be very effective,
but requires further researches to be proven truly effective for both divider architectures.
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